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October 26, 2018 

Attn: Faisal DÕSouza 
NCO 
2415 Eisenhower Avenue 
Alexandria, VA 22314 

Subject:  (2018-20914; 83 FR 48655) Request for Information on Update to the 2016 
National Artificial Intelligence Research and Development Strategic Plan; 
Comments of the American College of Radiology 

The American College of Radiology (ACR)Ña professional organization representing 
more than 38,000 radiologists, radiation oncologists, interventional radiologists, nuclear 
medicine physicians, and medical physicistsÑappreciates the opportunity to respond to 
the Networking and Information Technology Research and Development (NITRD) 
National Coordination OfficeÕs (NCOÕs) Request for Information (RFI) on Update to the 
2016 National Artificial Intelligence Research and Development Strategic Plan published 
in the Federal Register on September 26, 2018 (document number: 2018-20914; 83 FR 
48655).  The ACR supports the federal governmentÕs efforts to update the National 
Artificial Intelligence Research and Development Strategic Plan, and we urge continued 
federal support and collaboration with professional associations and other stakeholders to 
ensure a safe and efficacious use of this technology.   

The following comments are specifically focused on the healthcare domain, and 
particularly on medical imaging.  The feedback was compiled by members of the ACR 
Data Science Institute, ACR Commission on Research, and ACR Government Relations.  
Individual contributing members are listed at the end of this submission. 

ACR Responses to RFI Topics 

Since the release of the 2016 Strategic Plan, the ACR has become involved in educating 
radiologists about the value of artificial intelligence (AI) applications in healthcare and in 
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facilitating research, development, and deployment of AI tools that will help radiology 
professionals improve patient care and add value to the health system.  In May 2017 the 
ACR created the Data Science Institute (DSI) to accomplish these goals. We are 
leveraging radiologistsÕ expertise in identifying the clinical challenges amenable to AI 
solutions and promoting development of artificial intelligence algorithms to address those 
challenges through structured AI use case development and collaborations with 
researchers, health systems, industry and governmental agencies.  DSIÕs intent is to 
facilitate the translation of AI research to clinical practice in a manner that protects the 
safety of patients and the public. ACRÕs comments reflect the experience and knowledge 
we have gained in the DSI over the past 18 months with respect to each of the seven 
strategies in the 2016 Strategic Plan. 

Strategy 1: Make Long-Term Investments in AI Research  

In terms of long-term investment in AI research, we feel that one of the main deterrents to 
implementing AI in the healthcare setting is the lack of integrated, scalable systems.  As 
evidence of this, an audience poll at the August 2018 NIH-National Institute for 
Biomedical Imaging and Bioengineering (NIBIB) workshop on ÒAI in Medical ImagingÓ 
revealed that the majority of attendees were involved in the research or creation of AI 
algorithms; however, very few were actually using AI in their clinical practices.  

While the development of individual AI algorithms related to medical imaging is 
progressing at a rapid pace, translating this research to routine clinical practice has not 
yet occurred. We believe that investments in research and infrastructure that enhance the 
ability to deploy AI in the clinical space are needed. Current long-term federal investment 
needs include: 

• Standards for clinical integration and care management. We are concerned that 
the current pathway of single institutions developing algorithms that are designed 
to work in their institutions may not be generalizable to routine practice unless 
they can be implemented across the entirety of existing HIT resources including 
specialty health IT systems (e.g., Radiology Information Systems and Picture 
Archiving and Communication Systems) and electronic health record technology.  

• Standards for training data focused on ensuring diversity in training sets. The 
goal should be to eliminate unintended bias in the algorithms, thereby increasing 
generalizability to various populations and settings.  

• Structured use cases that are clinically effective and readily integrated into 
routine clinical use. Structured use cases that define: (a) parameters for training 
data, (b) pathways for validation, and, (c) mechanisms for deployment and 
monitoring in clinical practice, allow algorithms for a specific clinical purpose to 
be developed across a variety of institutions and by numerous developers with a 
standard output than can be consumed by a variety of HIT applications.  
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